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1. Executive Summary

The Ontario Telemedicine Network (OTN) is currently entering the implementation stage of the OTN Integration Implementation Project (the “Project”) (the logical and physical design stages are complete). This document focuses on the implementation of the IPT (IP Telephony) components:  Voice over IP (VoIP), Unified Messaging (UM) and IP Call Center (IPCC) services. This document also serves as the guide to deployment and integration of the IPT solution for the Project. All of the proposed solutions and conclusions in this document are based on information gathered from the three participating legacy organizations: North Network (NN); VideoCare (VC) and CareConnect (CC).

The IPT solution design documentation states that a phase-by-phase approach will be used to install, configure, test and deploy all hardware and software.  The overall implementation consists of four phases: Staging, Site Deployment, Dual Phone System, and Legacy Phone System decommissioning.
The summary tasks of each phase are:
Staging 

Install and configure the CCM servers, Cisco Unity server and Cisco IPCC Express server
Install and configure PSTN Gateways, SRST functionality, DHCP server, and MOH resources, etc
Install and configure pilot IP phone sets, including all models used, for OTN users

Perform acceptance testing in the staging environment for proposed IPT system
Site Deployment
Move all IPT servers from staging environment to the MCC
Perform site installation and commission the PSTN Gateways, IP phone sets, IPCC agent client software and other equipment or software tool kits
Validate that the operational network is working as intended, including network connectivity and QOS

Dual Phone System
Validate system operations, features and functions

Close operation interface gaps in end users’ phones
Validate proposed IPT system performance for OTN business requirements

Legacy Phone System decommissioning

Cut over Legacy PSTN trunks to  new IPT system  

Forward legacy DID numbers to new IPT system

Remove legacy phone system

Related Information

This document has been prepared with reference to a number of documents from OTN, and from information gathered in design and architecture sessions with key technical personnel at NN, VC and CC:

OTN Logical Technology and Security Architecture, March 31, 2006

OTN Technology and Security Integration Strategy and Plan, March 31, 2006

OTN Technology Management Model, March 31, 2006

OTN Network Threat and Risk Assessment, March 13, 2006
OTN Technology Architecture Server and Application Infrastructure July 17, 2006

Contact

Communications regarding this document can be directed to:

Jeffrey Jia

Network VOIP engineer

Phone: 416 850 9090 ext. 4077

Email: yjia@ryerson.com

2. IPT Deployment Information Summary
This section sets out deployment information about the IPT implementation. This deployment will comply with the design goal of the OTN Integration Project and will achieve the desirable single infrastructure architecture for the IPT solution.
2.1. Deployment Model of the OTN IPT

The purpose of the OTN Integration Project is to integrate the independent infrastructures of the three legacy organizations into a single unified structure in order to gain the benefits of consistent architecture for the OTN in terms of reliability, security, and manageability. 

The two major parts of this single unified network structure are: data center (hub) and distribution network to the endpoints (spokes). Based on this network design topology, the OTN IPT deployment adopts the following typical design model:

VoIP:  Multisite WAN deployment with Centralized Call Processing
The multisite WAN model with centralized call processing consists of a single call-processing agent that provides services for many sites and uses the IP WAN to transport IP telephony traffic among the sites. The IP WAN also carries call control signaling between the central site and the remote sites.
The single call processing agent in the IPT is Cisco Unified Call Manager (5.0) which is located in the Markham Collocation Center (“MCC”). To provide high availability to the IPT service, two Call Manager servers are deployed in the MCC, forming the Cisco Call Manager (“CCM”) cluster. The IP WAN part is the Smart System for Health (“SSHA”) Multi Protocol Network (MPN) infrastructure and each office at a remote site (located away from the MCC) is a WAN site. The OTN offices are:
Barrie

Don Mills, Toronto
Kingston
London

Ottawa

Sudbury

Thunder Bay

Timmins

The remote sites rely on the centralized CCM cluster to handle their call processing.  All the on-net calls are processed centrally within the IPT system, and the four-digit uniform extension scheme is used. This centralized VoIP model therefore eliminates the geographical boundaries among OTN business offices.  In addition, the Public Switching Telephone Network (PSTN) is planned to be the backup network for the MPN IP network. When the IP network connection to MPN is down, calls from users at remote sites can be rerouted to other offices over the PSTN. The Survivable Remote Site Telephony (SRST) feature, available for IP phones on Cisco IOS gateways, provides call processing at the remote offices in the event of the MPN failure.
In addition to VoIP, the VM and IPCC applications are centralized to meet OTN business requirements, and provide reduction of the overall costs of administration and maintenance.
UM: Multisite WAN Deployment with Centralized Messaging
Unified Messaging is designed in the OTN IPT system. In this model all messaging systems and messaging infrastructure components are located at the same site (the MCC). Cisco Unity (4.2) is the UM server situated at the MCC. The centralized messaging clients, OTN staff, are located remotely. Taking into account the VoIP deployment model mentioned above, this centralized messaging and centralized call processing model provides several benefits, the most important of which is the whole IPT system integrates with the Windows AD domain and Exchange server to produce a unified communication platform that will meet both current goals and future growth at OTN.  In addition to the traditional way to access VM through the phone set, this communication model allows users to retrieve voicemail through the PC as well from everywhere that the PC or Laptop can be accessed, for example, homes, offices, hotels and public hotspots, etc. This is very useful for the OTN agents who are working at home. Furthermore, the email can be heard from the phone in case the PC or Laptop is not accessible.  The previous independent messaging systems of voicemail and email are now converged into one integrated system.
IPCC: Multisite WAN Deployment with Centralized Call Center

Call Centre service is one of the most important applications at OTN. The IPCC solution from the Cisco IPCC Express product can utilize the resources of agents in terms of skill levels and working status from all physical sites in a global manner to provide efficient and effective services to the OTN clients throughout the province.
The Single-Server Non-HA (High Availability) Deployment Model will be implemented at OTN at this moment.  This deployment model places a single instance of all four software components on the same server. The four software components of IPCC Express are
· Customer Response Solution (CRS) Engine

· Database

· Monitoring
· Recording

These four components provide three primary functions – Interactive Voice Response (IVR), Automatic Call Distributor (ACD) and Computer Telephony Integration (CTI). This single server supports one reporting client during operating hours and can support silent monitoring and recording for agents at any WAN-connected site using desktop monitoring. This model will also allow the CRS Engine to fail over to a backup CTI manager in the event that the primary CTI manager fails.
Upgrading to the Two-Server HA Deployment model can happen in the future when the second data center is built. This model will achieve the High Availability (HA) of the IPCC service by incorporating redundant CRS Engine, Database, Recording and Monitoring components. Both servers must be collocated with the CallManager nodes running CTI Managers. This model provides redundancy for both recording and silent monitoring for all agents using desktop monitoring, regardless of their location. This deployment model will allow either CRS Engine component to fail over to a backup CTI manager in the event that the primary server fails. 
Since the IPT system is actually an application that is carried on by the network infrastructure, the IPT traffic will share the same underlying network infrastructure with other applications at OTN, such as videoconferencing traffic.  The IPSec VPN-s solution addresses voice security issue on the public network of SSHA.  The real media (voice or video) sessions in a VoIP call are established from spoke to spoke directly bypassing the data centre , thanks to the DMVPN although the control signaling sessions are still terminated at the data centre. As a result, DMVPN strategy works not only for the videoconferencing traffic, but also for the IPT traffic. The OTN IPT solution will also share the same operation and maintenance connection approach with other applications, like Windows Domain, Exchange Server and so on, resulting in consistent and simplified management of the OTN network.
OTN IPT logical topology is illustrated in Figure 2-1:
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Figure 2‑1   OTN:  IPT Logical Topology

Based on Figure 2-1, the IPT solution will provide OTN with the unified communications architecture for current business requirements and future growth. This communication architecture can be perceived from the following aspects.
Call Centre (Service Desk and RMSS Applications)
Call centre agents located at eight OTN offices throughout the province will be centrally managed by the OTN. OTN call centre can distribute client’s calls to the appropriate agent based on SLA Level, Urgency and Schedule. This design not only allows the OTN to provide consistent call center service to clients, but also allows OTN to maximize and efficiently utilize agent resources in a global manner, thereby eliminating geographical boundaries among offices.

By using one unique 1-800-OTN number, OTN receives these Toll-Free calls at MCC. The IPCC Exp server will handle the calls based on the gathered information through the interactive menu from the caller to the agents. The agents will use CAD (Cisco Agent Desktop) and IP phone to provide proper call service to the caller based on the client database. In addition, with CAD, the agent can see how many calls in the queue, how long the call in the queue and other status associated with the call, all these will help the agent perform a good call handling by gaining a whole picture of calls in the system. The supervisor can use CSD (Cisco Supervisor Desktop) combined with CAD to view the current state of all agents that are part of that supervisor’s team. The supervisor desktop also allows supervisors to change an agent’s state (ready, not ready, logout). Supervisors can view statistics for all agents and queues that are associated with their team. Supervisors can send text messages to one or more agents. 

Besides, Supervisors can view historical reporting statistics for the entire contact center using the Historical Reports client. Custom reporting templates can be generated using a combination of the Crystal Reports Developer’s Toolkit and SQL stored procedures using the Cisco CRS Database Schema. These tools are also useful for improving the service quality of the OTN call centre and for training new agents as well.
IP Telephony System
OTN IPT uses two Cisco CallManagers to process the call originating or terminated at OTN. These two CCMs form a cluster at OTN data centre to provide call processing redundancy and load balance.  All IP phones at OTN offices will establish the connections with the CCMs over MPN. A PSTN Gateway is deployed at data centre and each office site to provide the interface to PSTN network. So that OTN can make or receive a call to or from the PSTN. In addition, the local PSTN gateway also meets the call requirement of 911. The PSTN provisioning on PSTN gateway router are with either FXOs (small office), or both PRI and FXOs (big or medium office), depending on the size of office. The overview of this design is illustrated in following figure.
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Figure 2‑2    OTN IPT Network Topology
All OTN on-net calls are established by dialing a four-digit uniform extension directly. This achieves cost savings by enabling toll-free calls between the offices in different locations of OTN. With the IPsec remote VPN connection, OTN staff can also extend their office phone functionalities to their home, or anywhere that internet access is available. This is a gift to the agents who are supposed to work at home or in the circumstances they have to.
The outbound calls to PSTN will be presented by main office number regardless of whether the phone line has a Dial Inward Direct (DID) number or not. All inbound calls from PSTN will be routed to the Auto Attendant of OTN except for the 1-800-OTN calls. The Auto Attendant of OTN is carried on the Cisco Unity server which is described in Unified Messaging section later. 
Availability of IP Telephony depends on the availability of the IP network, which is MPN in OTN case. When the MPN connection at any office is down, the IP phones at all the OTN offices will fail to work if without any backup strategy. The SRST functionality on the PSTN Gateway is put in place for this purpose. When the MPN link is down at any office, the IP phones will home in on the PSTN gateway and the PSTN gateway provides the call processing functionality for these phones. As a result, the IP phones can make calls between each other within the office. Calls outbound to local PSTN are also successful in the SRST mode. It is significant for the 911 service at this point. It is clear that building the IP Telephony system with SRST gateway routers locally implemented at each office makes the PSTN links not only the interface to the PSTN network, but the backup for the IP network (MPN). Furthermore, the Extension Mobility feature of the IP Telephony system meets the requirements of  some OTN staff to temporarily access the common working desk and phone sets while using their own phone configuration such as extension number, services, speed dials and so on. The London office, for example, explicitly requires this feature.
Unified Messaging

The essence of communication is breaking down barriers. Unified Messaging is the integration of several different communications media so that users can retrieve and send voice, email and Fax (Fax will be done in the future) messages from a single interface, whether that is a phone, a PC or an Internet-enabled PC. For example, OTN staff can listen to email messages through their phone, reply to voicemail messages through their PC; and manage their voicemail messages through the internet. 
Cisco Unity will work as UM server for OTN by integrating with Exchange Server at data centre. OTN staff will gain three interfaces to manage their voice and email messages when the Project is complete.  First, Telephony User Interface (“TUI”) allows staff to use the phone to retrieve and send their voicemail and email messages. Second, View Mail for Outlook (“VMO”) allows staff to do the same things as TUI by using their Outlook email account.  Third, Cisco Personal Communication Assistant (“PCA”) allows user to manage their voicemail messages through the internet should they not have an OTN email account. This is an optional solution for OTN temporary and contract staff.
Furthermore, the Auto Attendant of OTN sits in the Unity server.  By going through the navigating menu, the caller can reach the extension, search by name in OTN category, go to the voice box if the caller is an employee of OTN, and zero-out to receptionist. Since multiple offices in different locations exist in OTN, multiple receptionists are pooled together to provide best call coverage when either external or internal callers dial “0”.
The centralized IPT system implementation model will build a new communication platform for OTN that will not only meet its current business requirements but enable OTN to provide its clients the desirable services by adopting this advanced technology solution.

3. IPT Solution Implementation Plan
This section outlines the detailed implementation plan of OTN IPT. 
3.1. Summary Lists of IPT Solution for Implementation
This section lists the networking information about the OTN IPT implementation, including IP address list, VLAN information, Gateway information, T1/FXO information, Site general information, Carrier information, Directory Number information, IP phone sets information, IPT server/solution information, DSP Farm information and additional information.
3.1.1 IP Address List

	Device
	IP Address
	Qualified Host Name

	Cisco Call Manager
	
	

	Publisher
	10.224.129.111
	 MRKMCCCCM01

	Subscriber
	10.224.129.112
	 MRKMCCCCM02

	TFTP Server
	10.224.129.111
	 MRKMCCCCM01

	CDR Server
	10.224.129.111
	 MRKMCCCCM01

	Cisco Unity
	
	

	Server
	10.224.129.113
	 MRKMCCUNI01

	Partner server
	10.224.129.103
	 MRKMCCEXG01

	Cisco Ipcc Express
	
	

	Primary  Server
	10.224.129.114
	 MRKMCCIPC01

	Pstn Gateway
	
	

	Cisco 2811
	10.224.129.9
	TOR_MCC_DVG_01

	Cisco 2811
	10.224.145.100
DHCP scope: 10.224.145.0/25
	BAR_DVG_01

	Cisco 2811
	10.224.149.100
DHCP scope: 10.224.149.0/25
	KIN_DVG_01

	Cisco 2821
	10.224.151.100
DHCP scope: 10.224.151.0/25
	LON_DVG_01

	Cisco 2821
	10.224.153.100
DHCP scope: 10.224.153.0/25
	OTT_DVG_01

	Cisco 2811
	10.224.155.100
DHCP scope: 10.224.155.0/25
	SUD_DVG_01

	Cisco 2811
	10.224.157.100
DHCP scope: 10.224.157.0/25
	THU_DVG_01

	Cisco 2811
	10.224.159.100
DHCP scope: 10.224.159.0/25
	TIM_DVG_01

	Cisco 2851
	10.224.147.100
DHCP scope: 10.224.147.0/25
	TOR_DONMILL_DVG_01

	Dsp Farm
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


Table 3‑1    IP Address List
3.1.2 Gateway information

	OTN Site
	Model Number
	Serial Number
	IOS/Firmware Level
	Port Info.

	MCC
	Cisco 2811
	
	
	

	Barrie
	Cisco 2811
	
	
	

	Don Mills
	Cisco 2851
	
	
	

	Kingston
	Cisco 2811
	
	
	

	London
	Cisco 2821
	
	
	

	Ottawa
	Cisco 2821
	
	
	

	Sudbury
	Cisco 2811
	
	
	

	Thunder Bay
	Cisco 2811
	
	
	

	Timmins
	Cisco 2811
	
	
	


Table 3‑2    Gateway Information

3.1.3 T1/FXO information

	Interexchange Vender
	Carrier Circuit ID
	Local LEC ID
	Switch Type

	MCC
	
	
	

	Barrie
	
	
	

	Don Mills
	
	
	

	Kingston
	
	
	

	London
	
	
	

	Ottawa
	
	
	

	Sudbury
	
	
	

	Thunder Bay
	
	
	

	Timmins
	
	
	


Table 3‑3    T1/FXO Information
3.1.4 Carrier information

	Interexchange Vendor
	Bell Canada

	Customer Support Center
	

	Account Number 

(if different than circuit ID’s)
	


Table 3‑4    Carrier Information

3.1.5 Directory Number information 
	Number Information
	 Mcc
	 Barrie
	Don Mills
	 Kingston

	Main Number
	
	
	
	

	Tie Line Number
	
	
	
	

	Tie Line Access Code
	
	
	
	

	Long Distance Access Code
	
	
	
	

	DID Range (new or existing)
	
	
	
	

	DID Range Usage
	
	
	
	

	Local Area Codes
	
	
	
	

	Local Area Dialing Access (10 digit dialing for local calls)
	
	
	
	

	Non-DID Range
	
	
	
	

	Non-DID Range usage
	
	
	
	


Table 3‑5    Directory Number Information-1
	Number Information
	London
	Ottawa
	Sudbury
	Thunder

Bay
	 Timmins

	Main Number
	
	
	
	
	

	Tie Line Number
	
	
	
	
	

	Tie Line Access Code
	
	
	
	
	

	Long Distance Access Code
	
	
	
	
	

	DID Range (new or existing)
	
	
	
	
	

	DID Range Usage
	
	
	
	
	

	Local Area Codes
	
	
	
	
	

	Local Area Dialing Access (10 digit dialing for local calls)
	
	
	
	
	

	Non-DID Range
	
	
	
	
	

	Non-DID Range usage
	
	
	
	
	


Table 3‑6    Directory Number Information-2

3.1.6 IP Phone Set/Endpoint Information

	Office
	IP/Digital
	Model Number
	Number of Phones
	Firmware Level

	Barrie
	
	
	
	

	Don Mills
	
	
	
	

	Kingston
	
	
	
	

	London
	
	
	
	

	Ottawa
	
	
	
	

	Sudbury
	
	
	
	

	Thunder Bay
	
	
	
	

	Timmins
	
	
	
	


Table 3‑7    IP Phone Set/Endpoint Information

3.1.7 Equipment list

	Equipment Type
	Model
	Firmware/Software Version
	Qty
	Note

	Voice Gateways
	
	
	
	

	
	C2811
	
	6
	

	
	C2821
	
	2
	

	
	C2851
	
	1
	

	
	
	
	
	

	Cisco IP Phones
	
	
	
	

	
	CP-7971G
	
	
	

	
	CP-7961G
	
	
	

	
	CP-7906G
	
	
	

	
	CP-7936
	
	
	

	
	IP communicators
	
	
	

	Cisco Call Manager
	MCS-7835H1-K9-CM50
	v5.0
	2
	

	Cisco Unity
	MCS-7835-H1-ECS1
	V4.2
	1    
	

	Cisco IPCC Express
	MCS-7835-H1-CC1
	V4.5
	1 
	

	DSP Farm
	
	
	
	

	
	
	
	
	

	
	
	
	
	


Table 3‑8    Equipment list

3.1.8 Additional Information

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


Table 3‑9    Additional Information
3.2. Site Survey

3.2.1 Capacity Information
	Office Name
	Contact Info.
	Number of users

(Current/Future)
	Number of Agents

(SD/RMSS)

	Barrie
	Dmitry Goncharenko
	6/12
	--

	Don Mills
	Dmitry Goncharenko
	60/90
	6+/2

	Kingston
	Ken Puranda
	5/5
	0/1

	London
	Scott Duggan
	20/25
	3+/2

	Ottawa
	Sebastien Fortier
	28/33
	2+/1

	Sudbury
	Dmitry Goncharenko
	4/4
	--

	Thunder Bay
	Dmitry Goncharenko
	7/7
	0/3

	Timmins
	Ellisha Boudreau
	14/16
	0/10


Table 3‑10    Site General Capacity Information
3.2.2 VLAN Information
	Office
	Vlan IP Address
	Name or Vlan ID
	Function

	Mcc
	10.224.129.0/24
	Vlan 129
	Administration Zone

	Barrie
	10.224.145.0/25
	
	Voice Vlan

	Don Mills
	10.224.147.0/25
	
	Voice Vlan

	Kingston
	10.224.149.0/25
	
	Voice Vlan

	London
	10.224.151.0/25
	
	Voice Vlan

	Ottawa
	10.224.153.0/25
	
	Voice Vlan

	Sudbury
	10.224.155.0/25
	
	Voice Vlan

	Thunder Bay
	10.224.157.0/25
	
	Voice Vlan

	Timmins
	10.224.159.0/25
	
	Voice Vlan


Table 3‑11    VLAN Information
3.3. Implementation Plan for CCM, Unity and IPCC Express
3.3.1 Staging Phase

3.3.1.1 Implementation Guide for CCM
This section describes the implementation guide for the deployment of the CCM cluster. There are two CCM servers that form a cluster at OTN data centre.  This provides high availability call processing service to OTN. Within the CCM cluster, one server functions as the publisher for the cluster and the other server functions as the subscriber.  Redundancy and load balancing of the CCM cluster are illustrated below.
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Figure 3‑1    Redundancy in CCM Cluster

The followings describe the process of installation and configuration of Cisco CallManager.

Preinstallation Tasks/Steps
Step 1 Cluster distribution strategy
	Publisher (Backup Subscriber)
	TFTP server

	Subscriber (Backup Publisher)
	IPCC Express IVR CTI ports, Voice mail ports, IP phone sets and Gateways of OTN offices.


Table 3‑12    Cluster Distribution Strategy
Step 2 Install the operating system version (2000.2.7 or later) on the two servers
Step 3 Use the Cisco IP Telephony Server Operating System OS/BIOS Upgrade disk that  came with the software kit and upgrade the OS operating system to version 2000.2.7 or later
Step 4 Download and install the latest Cisco IP Telephony Server Operating System service release (2000-2-7 sr1 or later)
Step 5 Connect the server(s) to the network
Step 6 Install and configure the Cisco Media Convergence Server Network Teaming Driver
Step 7 Locate specific information needed to install Cisco CallManager
	Configuration Data

	Value

	CCM Publisher
	

	Time Zone
	EST

	Location
	MCC, Toronto

	Province
	Ontario

	Country
	Canada

	NIC Speed
	100 Mbps

	NIC Duplex
	Full Duplex

	IP Address 
	10.224.129.111

	IP Mask
	255.255.255.0

	Gateway Address 
	10.224.129.1

	DNS Primary
	--

	DNS Secondary 
	--

	Domain
	--

	Domain Name Service DNS Enable
	--

	Host Name
	MRKMCCCCM01

	Organization
	OTN

	Administrator ID 
	

	Administrator Password 
	

	First CCM node
	Yes

	NTP Server IP Address
	

	NTP Server Enable
	

	Set Hardware Clock
	

	Security Password
	

	SMTP server
	

	Application User ID
	

	Application User Password
	

	CCM Subscriber
	

	Time Zone
	EST

	Location
	MCC, Toronto

	State
	Ontario

	Country
	Canada

	NIC Speed
	100 Mbps

	NIC Duplex
	Full Duplex

	IP Address 
	10.224.129.112

	IP Mask
	255.255.255.0

	Gateway Address 
	10.224.129.1

	DNS Primary
	--

	DNS Secondary 
	--

	Domain
	--

	Domain Name Service DNS Enable
	--

	Host Name
	MRKMCCCCM01

	Organization
	OTN

	Administrator ID 
	

	Administrator Password 
	

	First CCM node
	No

	NTP Server IP Address
	

	NTP Server Enable
	

	Set Hardware Clock
	

	Security Password
	

	SMTP server
	


Table 3‑13    CCM Installation Data
Install Cisco CallManager on the Publisher Database Server

Install Cisco CallManager on the Subscriber Database Server(s)

Perform Post-Installation Tasks
Change Application User passwords

Activate Cisco CallManager Services

Configure backup settings
Download Service Releases and Hotfixes for ongoing system management

Prepare Cluster for call processing
Add monitoring and alarm support

Install and configure three test phones

Configure Cisco CallManager groups

Each Cisco CCM group is a prioritized failover list for backup call processing. Two CCM groups will be created for OTN. The order of the CCM group member determines the function of the member server. The first server is primary CCM, the second server is backup CCM.

	CCM Group
	CCM Group Member

	OTN_CCM_GRP1
	Publisher, Subscriber


 Table 3‑14    CCM Groups
Configure system parameters
Date/Time Group

Since all the OTN offices are in the same EST time zone (UTC-05), there is no extra Date/Time group created other than the default CMLocal. The default CMLocal is the EST time zone.
Region/Location
Use regions to specify bandwidth that is used for audio and video calls within a region and between existing regions. Generally speaking, region determines the type of codec used at each site and between sites. Use locations to implement call admission control (CAC) in a centralized call-processing system. Although the OTN IPT will not enforce the CAC at current point due to sufficient MPN bandwidth, locations are still created for each site for the sake of future upgrades and changes on the IPT system.  Region and location configurations are illustrated in the following tables.

	
	Mcc
	Don Mills
	Timmins
	Sudbury
	Thunder Bay
	Barrie
	London
	Ottawa
	Kingston

	MCC
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711

	Don Mills
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711

	Timmins
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711

	Sudbury
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711

	Barrie
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711

	Thunder Bay
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711

	London
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711

	Ottawa
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711

	Kingston
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711
	G711


Table 3‑15    Region Matrix
	Location
	Audio Bandwidth
	Video Bandwidth

	MCC
	Unlimited
	None

	Don Mills
	Unlimited
	None

	Timmins
	Unlimited
	None

	Sudbury
	Unlimited
	None

	Barrie
	Unlimited
	None

	Thunder Bay
	Unlimited
	None

	London
	Unlimited
	None

	Ottawa
	Unlimited
	None

	Kingston
	Unlimited
	None


Table 3‑16    Location Configuration
Device Pool

Device pools provide a convenient way to define a set of common characteristics that can be assigned to devices. The device pool for OTN is configured to map each office as well.

	Device Pool Name
	Mcc
	Barrie
	Don Mills
	Kingston
	London
	Ottawa
	Sudbury
	Thunder Bay
	Timmins

	CCM Grp
	1
	1
	1
	1
	1
	1
	1
	1
	1

	Date/Time Grp
	CMLocal
	CMLocal
	CMLocal
	CMLocal
	CMLocal
	CMLocal
	CMLocal
	CMLocal
	CMLocal

	Region
	MCC
	Barrie
	Don Mills
	Kingston
	London
	Ottawa
	Sudbury
	Thurder Bay
	Timmins

	Softkey Template
	N/A
	Standard
	Standard
	Standard
	Standard
	Standard
	Standard
	Standard
	Standard

	SRST Reference
	MCC PSTN GW
	Barrie  PSTN GW
	Don Mills PSTN GW
	Kingston PSTN GW
	London PSTN GW
	Ottawa PSTN GW
	Sudbury PSTN GW
	Thunder Bay GW
	Timmins PSTN GW

	CSS for Auto-Registration
	Default
	Default
	Default
	Default
	Default
	Default
	Default
	Default
	Default

	Media Resource Group
	MCC_MG
	Bar_MG

MCC_MG
	Don_MG

MCC_MG
	Kin_MG

MCC_MG
	Lon_MG

MCC_MG
	Ott_MG

MCC_MG
	Sud_MG

MCC_MG
	Thu_MG

MCC_MG
	Tim_MG

MCC_MG

	MOH
	MCC_MOH
	Bar_MOH

MCC_MOH
	Don_MOH

MCC_MOH
	Kin_MOH

MCC_MOH
	Lon_MOH

MCC_MOH
	Ott_MOH

MCC_MOH
	Sud_MOH

MCC_MOH
	Thu_MOH

MCC_MOH
	Tim_MOH

MCC_MOH

	Connection Monitor Duration
	120 seconds
	120 seconds
	120 seconds
	120 seconds
	120 seconds
	120 seconds
	120 seconds
	120 seconds
	120 seconds


Table 3‑17    Device Pool Configuration
Configure gateways and media resources
SRST Gateway

SRST works as a local survivability solution when the MPN connection between the IP phones and CCM fails.  It serves two functionalities of call processing for the local phones. One is routing the calls in or out the PSTN for the local office, this functionality also achieves the uninterrupted voice mail access from the local office to the Unity server at the data centre over the PSTN network. The other is local survivability, which means that calls between extensions within the local office are successful. Figure 3-2 illustrates SRST functions.
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Figure 3‑2    SRST Normal Operation Mode
In normal operation mode, call processing is handled by the CCMs at the MCC. It is shown in the figure with the red dashed lines coming from each office and converging at the CCM. Regarding the media sessions of the VoIP calls, it has many scenarios to analyze. For a call between two extensions within same office, the media session will be established through the Local LAN network, not beyond the local SRST Gateway router.  For a call between two extensions at different offices, the media session will go through DMVPN tunnels over the MPN cloud. For a call between internet user and OTN extension, the media session consists of two legs of VPN tunnels with the Datacenter as the joint point. One leg is from the OTN extension to the MCC (VPN-S tunnel), the other leg is from the internet user to the MCC (remote access VPN tunnel).  All users will have access to the voicemail boxes through the corresponding IP network connections in this mode.

· Analysis of MPN Connection Failure
Assume the MPN connection failure occurs at Office X. The established call session (signal and media channel) are shown in Figure 3-3.
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Figure 3‑3    SRST Operation Mode

Compared to normal operation mode, one significant change to call sessions in SRST mode is that calls that happened at MPN failure Office X are all shifted from the MPN link to the PSTN links. It is clear at this point that the PSTN links are the backup for the IP network (MPN). However, when the PSTN gateway router at Office X is in SRST operation mode, all IP phones at Office X will be controlled by this gateway router, not CCM any longer. Other offices such as Office Y, and Internet Users, remain in normal operation mode. Calls between extensions within Office X are still successful. Furthermore, voicemail box access for users at Office X remains fully functional due to the rich features of the gateway router. Complexity comes into the call between the extension at Office X and others at normal offices. First, if the caller at Office Y wants to reach a destination at Office X, if she dials the four digit extension number, the call will be forwarded to the destination’s voicemail box directly. If she dials the full DID of the destination (if it has one), the call will be routed out from the local gateway at Office Y, go through the PSTN network, come into the local gateway router at Office X, and reach the destination eventually. Thus, the call between the MPN failure office and normal offices is successful as a normal off-net call.
Putting a local PSTN Gateway at each office also allows for Least-Cost-Routing (LCR) or Tail-End Hop-Off (TEHO).  Both terms refer to a way of configuring the call routing rules so that calls to a long-distance number are routed over the IP network to the gateway closest to the destination in an effort to reduce toll charges. For example, OTN staff at the Don Mills office wants to call a PSTN destination in Timmins. The call first is routed over the SSHA cloud to the gateway at the Timmins site, then from there it goes out to the PSTN to reach the destination. Such a routing path makes the original long-distance call become a local call from the PSTN’s point of view. This is illustrated by figure 3-4.
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Figure 3‑4    Toll-Bypass Feature
Media Resources
Currently, G7.11 is the only codec used throughout the OTN IPT system so that the transcoder resources of DSP are not considered.  The terms CONF, MTP and MOH are used in this part to present the Audio Conferencing DSP, Media Termination Point and Music On Hold, respectively.
In addition to the Voice Terminations of DSP allocated at each SRST PSTN gateway router for the  VoIP interface to the PSTN, certain media resources of CONF, MTP and MOH are also installed at each gateway router so that each phone making the call that needs the media resource to be involved will use local media resources first, resulting in the avoidance of using DSPs at MCC. If the local media resources are not available when a device needs them, the device will use MCC's DSPs as the alternative.

This management of DSPs is achieved by the Media Resource Group (MRG) and MRG_List in the CCM.
Media Resource Group and List
The media resources at each site will form an MRG so that there are in total 9 MRGs in the OTN IPT. In addition, the MRG at the data centre will be the alternative for each site.
In addition, The MOH from SRST gateway facilitates the continuous MOH audio feed from files in the flash memories of SRST gateway routers during normal CCM service and CCM fallback (SRST mode). MOH streaming from individual branch routers eliminates the need to stream MOH audio from central data centre to remote offices.

 The figure 3-5 shows an example about the logic of this scheme.
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Result: Devices use resources at their location first, those at MCC second.


Figure 3‑5    Media Resource Group and List Example
Configure Route Plan
Dial Plan


The dial plan is one of the key elements of an IP Telephony system, and an integral part of all call

processing agents. Generally, the dial plan is responsible for instructing the call processing agent on how to route calls. Specifically, the dial plan performs the following main functions:
Endpoint Addressing

The initial proposal of the Directory Number (DN) plan for the OTN is illustrated in the table 4-3. The OTN IPT will use the uniform four-digit DN plan throughout the system.

	DN (From)
	DN (To)
	Device/App.
	DID Range
	Description

	3000
	3999
	IP phone sets
	
	Ottawa & Kingston offices

	4000
	4999
	IP phone sets 
	
	Don Mills, London & Barrie offices

	5000
	5999
	IP phone sets
	
	Timmins, Sudbury & Thunder Bay offices

	6000
	6999
	
	
	reserved for future use

	7000
	7999
	Voice-mail
	
	Including ones reserved for future use, transparent to end users

	8000
	8999
	IPCC Express
	
	Including ones reserved for future use, transparent to end users

	1000
	2999
	
	
	Reserved for future use

	0
	
	Receptionist 
	
	

	9
	
	Off-net access code
	
	


Table 3‑18    the OTN IPT extension plan 

External Route Pattern

The external router pattern is used to route the call that go outbound to reach the destination in PSTN. As a result, the external route pattern is associated with the logic of using PSTN gateway for each office.
	Pattern
	Description

	911
	Emergency Call

	9.911
	Emergency Call

	9.1800xxxxxxx
	Toll Free Call

	9.1866xxxxxxx
	Toll Free Call

	9.1877xxxxxxx
	Toll Free Call

	9.1888xxxxxxx
	Toll Free Call

	9.1900xxxxxxx
	Block Charge Service Call

	9.1976xxxxxxx
	Block Charge Service Call

	9.011!
	International Call

	9.011!#
	International Call

	9.1@
	Long Distance Call

	9.@
	Local Call


Table 3‑19    External Route Pattern
The local call route pattern 9.@ will be further listed specifically for each office to avoid the IPT fraud.
Toll-bypass Path Selection

Depending on the call destination device, different PSTN gateway can be selected to reach the destination.  Multiple PSTN gateways can be put into the route group to achieve certain kind of redundancy. For example, the call from Toronto to Ottawa will use the Ottawa PSTN gateway first. If the PSTN trunk at Ottawa gateway is busy out or fails, the Toronto PSTN gateway is used then. Currently, due to the PSTN trunk provisioning at small offices is quite limited, the toll-bypass is only implemented at offices of Don Mills, London and Ottawa.
Classes of Service

Different groups of devices and users can be assigned to different classes of service, by granting or denying access to certain destinations. For example, lobby phones might be allowed to reach only internal and local PSTN destinations, while executive phones could have unrestricted PSTN access. With Cisco Unified CallManager, you can define classes of service for IP Telephony users by combining partitions and device calling search spaces (CSS) with external route patterns. More specific and detail information about the partitions and the calling search spaces will be delivered based on the basic model shown in table 3-20.

	Class of Services
	Destination 
	User Class

	Service Area/Lobby
	Emergency 911 & internal extensions
	Guest

	Internal
	Lobby + voice mail
	Restricted staff

	Local
	Internal + Local PSTN numbers
	Normal staff

	National
	Local + Long Distance Calls within the nation
	Business & Tech staff

	International
	National + International Calls
	Executives and Managers


Table 3‑20    classes of service

Emergency Services
The OTN IPT system will be configured to recognize both the dial string 911 and 9.911 so that the system can desirably deal with the emergency call. For 911 calls, it is critical to choose the egress point to the Local Exchange Carrier (LEC) network so that emergency calls are routed to the appropriate local Public Safety Access Point (PSAP). Since with Cisco’s IP-based enterprise telephony architecture, it is possible to route calls on-net to gateways that are remotely situated. Once again, configuring the partition and CSS in the CCM can address this issue. Shortly speaking, the 911 call at each office will use local gateway router to reach local PSAP. 

Call Routing

The call flows of the IPT system will be described based on the pair of call generator and call terminator. 
The calls from PSTN subscribers dialing 1-800-OTN will be terminated at the PSTN gateway router at MCC, and then forwarded to IPCC Express from which the call will be routed by following the call handling scheme of the call centre.
A call coming from PSTN by dialing the main office number of each office will be terminated at each local PSTN gateway router of each office, respectively. The PSTN gateway router will forward the call to the Auto Attendant in Cisco Unity. After hearing the greeting message, the caller hears the following options: reach the call centre, reach an extension, or zero out to the operator.
A call within the OTN will be routed by the CCM through extension numbers directly. OTN staff can also make a call to the call centre by dialing 1 for Service Desk and 2 for RMSS. In addition, they will get access to their voicemail by pressing the message button on their phone sets. 
A call from the IPT to 911 will be routed to corresponding PSAP from each local PSTN gateway router by dialing either 911 or 9911. A call from IPT to other PSTN destinations will be routed out based on the rules of CoS, ie Toll Bypass first, then normal off-net call routing. 
The flowcharts below shows the call flows in terms of outbound and inbound calls in normal mode and SRST mode.
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Flowchart 3‑1    Outbound call flow
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Flowchart 3‑2    Inbound call flow

In addition, the call flows for the office in SRST mode is illustrated in flowcharts following.


[image: image10.emf]Outbound calls from each 

office

0: Receptionist

[1-2]: reserved

[3-6]: extension

7: reserved

8: reserved for IPCC Exp

9: access to PSTN

The first digit dialed

0 dialed

[1-2, 7,8] dialed

(The usages of 7&8 are 

transparent to end users)

9 dialed

Message butten 

pressed at IP 

Phone

No such destion 

existiong

Extension ring

[3-6] dialed

Local Receptionist

Answer?

Answer?

No

Call success

Yes

Yes

Call failure

No

Outbound calls from each office

In SRST mode

Go to PSTN

Outbound Trunk 

available?

Yes

Has VM box?

No

Site Local 

Extension?

Yes

No

Outbound Trunk 

available?

Voice Mail

Yes

No

Yes

No

Rerouted to 1-800-OTN 

over PSTN

See 1-800-

OTN 

Receptionist 

Menu  

No

Has DID 

mapping?

Rerouted to

DID over PSTN

Rerouted to

Corresponding 

Main office 

number

Yes

No

Goto AA 

Menu


Flowchart 3‑3    Outbound call flow in SRST mode
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Flowchart 3‑4    Inbound call flow in SRST mode

In the CCM, these call routings are accomplished by the Route Group, Route List, Partition, Call Searching Space (CSS), Route Pattern and Translation Pattern.  Figure 3-6 shows an example of the logic among them using the Don Mills office as an example.
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Figure 3‑6     CCM Dial Plan Example
Each office of the OTN will be configured with its own set of Route Group and Route List with corresponding Partitions and CSS. As a result, the call in or out of the OTN will be routed correctly based on the location of IP phone sets.
Configure feature directory numbers, IP phone services, and CTI route points/ports
Step 1: Call pickup/park
Step 2: IP phone services
Step 3: CTI route points for Cisco IPCC Express
Step 4: IVR CTI ports for Cisco IPCC Express
Step 5: Create JTAPI users

Step 6: Voice-mail ports for Cisco Unity
Step 7: Service parameters for Cisco Unity
Step 8: Voice-mail pilot directory numbers for Cisco Unity

3.3.1.2 Implementation guide of Cisco Unity
This section describes the implementation plan for the Cisco Unity. Since the design of the Unified Messaging (UM) at the OTN is the centralized messaging, all the messaging system and messaging infrastructure components are located at the same site, the MCC. All the Unity subscribers at OTN will be located at each office around the province remotely.
As shown in the figure 2-1, the Cisco Unity server is located in the same VLAN with the CCM cluster, sharing the same network infrastructure. In addition, both the CCM and Unity will integrates with the Window2003 AD domain at the OTN. As a result, the OTN IPT solutions will share the same directory architecture of the OTN business organization.  Table 3-21 shows the brief implementation information about the Cisco Unity voice-mail solution for the OTN.
	Voice Mail Solution
	Description
	Equipment Name
	IP Address

	Voice Messaging Systems
	Cisco Unity 4.2
	MRKMCCUNI01
	10.224.129.113

	Phone System Integrated
	Cisco CCM 5.0
	MRKMCCCCM01
	10.224.129.111

	Messaging System
	Windows Exchange 2003
	--
	--

	Messaging Infrastructure
	Windows Exchange 2003
	--
	--

	Partner Server
	Exchange server
	MRKMCCEXG01
	10.224.129.103

	DCs
	Domain Controller
	MRKMCCDCS01
	10.224.129.101

	DNS
	DNS server
	MRKMCCDCS01
	10.224.129.101


Table 3‑21    voice mail solution information

Site survey
The same seven offices as in the CCM implementation will involve in the Cisco Unity implementation as well. Some basic information of them pertaining to the voice-mail is listed in the table 4-6.

	Site Office
	Number of Seats

(current/future)
	Number of Voice Mail (per day)
	Average Length of the Voice Messages

	MCC Data Center
	0/0
	N/A
	N/A

	Barrie
	6/12
	30
	90 second

	Don Mills, Toronto
	60/90
	400
	90 second

	Kingston
	5/5
	15
	90 second

	London
	20/30
	100
	90 second

	Ottawa
	28/33
	120
	90 second

	Sudbury
	4/4
	30
	90 second

	Thunder Bay
	7/7
	35
	90 second

	Timmins
	14/16
	230
	90-120 second


Table 3‑22     voice mail site information

Feature/functionality Evaluation
The feature evaluation provided by Cisco Unity is listed below. 

	Unity Features Evaluation
	Description

	Subscriber Features
	 --

	Alternate extensions
	The user ID besides the user extension

	Message Notifications
	--

	1. Phone devices (8)
	Total 8 phone devices can be used for MN

	2. Text Pagers/e-mail  (3)
	

	3. Pagers (2)
	

	WMIs (WMIs extension for Help Desk)
	

	Telephone User Interface (TUI)
	 --

	Message sending over TUI
	 --

	1. single sub
	 

	2. multiple subs
	 Send message to multi subscribers

	3. private list
	 Private distributed list

	4. public distribution list
	 

	5. sort by ID (extension)
	 

	6. sort by sub name
	 

	7. mark the message (urgent/private/return reciept)
	 Mark the message with proper priority

	8. future delivery
	 

	Message playback over TUI (TTS)
	 Text – To – Speech  session 

	Message management over TUI
	 --

	1. save message
	 

	2. delete message
	 

	3. mark message
	 

	4. reply to sender
	 

	5. reply to all
	 

	6. forward message
	 

	7. live reply
	 

	8. flex stack (order of messages listened)
	 

	Personal admin over TUI
	 --

	1. greeting settings
	 

	2. message settings
	 

	3. personal settings (password..)
	 

	4. transfer options
	 

	Alternate greeting on/off
	 

	View Mail for Outlook (VMO)
	 --

	Message sending from VMO
	 --

	1. TRaP (not recommended in this model)
	 

	Message playback from VMO
	 

	Message management from VMO
	 

	Cisco Personal Caommunication Assistant (PCA)
	 --

	Cisco Unity Inbox (only voice message)
	 

	Cisco Unity Assistant
	 

	Administrative Features
	 

	Subscriber Template
	 

	Class of Service (CoS)
	 

	Media Master Control (MMC)
	

	Cisco Unity Greetings Administrator
	

	Tool Depot Applications
	

	1. Bulk Edit
	

	2. Bulk Import Wizard
	

	3. Audio Text Manager
	

	4. Advanced Setting Tools
	

	Security Features
	 

	TUI security policy
	

	Administive security policy
	


Table 3‑23    Unity Feature Evaluation
Auto Attendant

Besides the functionality of voice mail, Unity also carries on the Auto Attendant function for the OTN. When a caller makes a call from PSTN to the OTN by dialing the main office number of any OTN office, she or he will hear the OTN AA’s greetings. A basic menu of AA is given in the Flowchart 3-5.
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Flowchart 3‑5    AA menu call flow

The following steps describe the process of installation and configuration of Cisco Unity Servers.
Prepare to install Cisco Unity
Step 1: Gather documentations and Tools
Step 2: Download Softwares for the installation
Step 3: Determine the drives for the files on the Cisco Unity server
Install and configure Cisco Unity Server

Step 1: Set up the hardware
Step 2: Install the operating systems (Windows2003)
Step 3: Customize the Cisco Unity platform
Step 4: Setup the Exchange
Step 5: Create the accounts for the installations and set rights and permissions
Step 6: Install and configure Cisco Unity softwares
Step 7: Set up the authentication for the Cisco Unity Administrator
Step 8: Set up Cisco Unity to use SSL

Populate the Cisco Unity system with subscriber and call management data

Step 1: Define system schedules

Step 2: Set up phone, GUI, and TTS languages

Step 3: Create a call management plan
Step 4: Configure Auto Attendant functionality
Step 5: Prepare to create regular subscribers

Step 6: Test the system configurations

Step 7: Create subscribers

Step 8: Assign subscribers to screen those messages that are not associated with a specific recipient

Step 9: Modify individual subscriber accounts as needed

Step 10: Implement and then test the call management plan

Step 11: Back up Cisco Unity


Step 12: Set up subscribers to use the Cisco Personal Communications Assistant and ViewMail
Unity System Implementation Summary

Other implementation issues associated with the system configuration are the subscriber templates, classes of service, distribution lists, naming conventions, extensions, port configuration, schedules, languages, and so on. 
The summary of all the system configurations will be given in the following table.

	Cisco Unity
	Information
	Note

	Phone System Integration 
	
	

	MWI setting
	Phone sets
	

	Unity voice port assignment
	20 voice ports/4 MWI ports
	

	Extension and DID 
	DN number 8000-8024
	

	Other Application 
	None
	

	System Features
	default
	

	schedules
	Business hours: 7:00 – 19:00 EST
(July 1st – August 31st)  7:00 – 17:00 EST
	

	Languages
	Bilingual (English & French)
	

	Subscriber Template
	default
	

	Classes of Service
	default
	

	Administrator setting
	default
	

	Codec
	G.711
	

	Distribution lists
	default
	

	The capacity of  the Licensed Features 
	
	

	1. Failover (not applied at current point)
	No
	

	2. # of Text to Speech (TTS) sessions
	4
	

	3. # of languages
	English & French
	Prompting

	4. # of voice mail ports
	30
	

	5. # of Unity Sub accounts
	200
	

	6. # of Unity Inbox subs
	10
	

	7. # of UM subs
	200
	


Table 3‑24     summary of Unity System Features
3.3.1.3 Implementation guide of Cisco IPCC Express
While Cisco CallManager provides the functionality typically associated with a PBX—call setup, teardown, and transition (transfer, conference, hold, retrieve), for calls requiring intelligent routing and queueing that are the tasks of the call center service, the CallManager can interact with IPCC Express to accomplish the job. IPCC Express is exactly the solution of the call center service for the OTN.

Cisco IPCC Express is a tightly integrated contact center solution providing three primary functions—Interactive Voice Reponse (IVR), Automatic Call Distribution (ACD), and Computer Telephony Interface (CTI). The IVR function provides up to 300 IVR ports to interact with callers by way of either Double-Tone Multi-Frequency (DTMF) or speech input. The ACD function provides the ability to intelligently route and queue calls to up to 300 agents. The CTI function provides “screen pop” and interaction with other Windows-based desktop applications.

The call handling flow of the OTN call centre is shown in the flowchart 3-6,7 and 8.
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Flowchart 3‑6    Call Centre call flow for Receptionist
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Flowchart 3‑7    Call Centre call flow for Service Desk
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Flowchart 3‑8     Call centre call flow for Scheduler
The following steps describe the installation and configuration of Cisco IPCC Express server.
Configure CCM for the IPCC Express
Install the Cisco IPCC Express software
Deploy the sample script

Install and configure Agent and Supervisor Desktop

Monitoring, Recording, Historical Reporting, and managing of the IPCC Express
3.3.2 Site Deployment Phase

The section describes the activities at the site deployment phase of the OTN IPT implementation.
For this implementation to take place, the following assumptions have been made:

All sites confirm that the network topology information is correct with the site case.

The secure remote access to the IPT servers at the MCC is feasible from all the sites

All sites are ready for IPT equipment installation, and the site of being deployed has ensured that any power, circuit installation, or other work has been completed prior to the implementation team's arrival.

The site of being deployed has ensured that all live circuits that are to connect to the equipment have been fully tested and subsequently proven to be suitable to carry network traffic.

The site of being deployed has taken delivery of all equipment and connected power to them, and tested the power to ensure it is capable of supplying the equipment to be installed.

The site of being deployed has ensured the availability of grounding points for equipment.

The site of being deployed is shipped with full working task list and test order in addition to the brief operation introduction about the new IPT phone.

The site of being deployed has assigned corresponding technicians who are capable of following the implementation plan with due care and skill.
During site deployment, it is assumed that one or more support technicians be on site at all times. The site deployment activities are summarized in the following table.
	Step
	Task

	1
	Confirm ESD procedures.

	2
	Prepare PSTN Gateway installation area.

	3
	Unpack equipments of PSTN GW.

	4
	Physically install equipment in cabinet, including cables between new network devices.

	5
	Record equipment serial numbers, and check against delivery documentation.

	6
	Verify that equipment card modules are inserted into the correct slot allocations.

	7
	Install intra-cabinet power and protective earth cabling.

	8
	Install intra- and inter-cabinet communications cables, if any.

	9
	Verify circuit termination in the site patch panel.

	10
	Power up PSTN GW equipment.

	11
	Verify/load system software/firmware.

	12
	Configure equipment PSTN GW.

	13
	Complete installation tests of PSTN GW.

	14
	Add equipment of PSTN GW to the site network.

	15
	Complete PSTN GW commissioning tests.

	16
	Complete PSTN GW implementation record.

	17
	Deploy IP phone sets at each desk of the site office (Unpack, Power Up, network connection)

	18
	Install and configure the IP phones

	19
	Complete IP phone commissioning tests

	20
	Complete IP phone implementation record.

	21
	Install and configure the IPCC Express Agent client software and Supervisor software, if any

	22
	Complete IPCC Express Agent commission tests.

	23
	Complete IPCC Express Supervisor commissioning tests.

	24
	Complete IPCC Express Agent and Supervisor implementation record.

	25
	Validate the production network is working as intended and QoS of IPT system is acceptable.


Table 3‑25     Site deployment activities
The site deployment information:

Site of the MCC
Deliver the IPT servers from staging environment to the MCC

Commission the IPT system at the MCC and PSTN Gateway at the MCC

Validate the connectivity of the site network at the MCC
Network Topology at MCC:
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Figure 3‑7     MCC OTN IPT Network Topo
Site of London
                       Deliver the IPT phone sets and PSTN GW from staging environment to the London office
Commission the IPT phone sets and PSTN Gateway at the London office
                      Validate the connectivity of the site network and QoS of the IPT system at the London office        
                        Current Network Topo:
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 Figure 3‑8    London office current network Topo.
Site of Ottawa
Deliver the IPT phone sets and PSTN GW from staging environment to the Ottawa office

Commission the IPT phone sets and PSTN Gateway at the Ottawa office

Validate the connectivity of the site network and QoS of the IPT system at the Ottawa office

Current network Topo:
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Figure 3‑9    Ottawa office current network Topo
Site of Kingston
Deliver the IPT phone sets and PSTN GW from staging environment to the Kingston office

Commission the IPT phone sets and PSTN Gateway at the Kingston office

Validate the connectivity of the site network and QoS of the IPT system at the Kingston office

Current Network Topo:
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Figure 3‑10     Kingston Office current network Topo
Site of Don Mills
Deliver the IPT phone sets and PSTN GW from staging environment to the Don Mills office

Commission the IPT phone sets and PSTN Gateway at the Don Mills office

Validate the connectivity of the site network and QoS of the IPT system at the Don Mills office
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Figure 3‑11    Don Mills office current network Topo

Site of Timmins
Deliver the IPT phone sets and PSTN GW from staging environment to the Timmins office

Commission the IPT phone sets and PSTN Gateway at the Timmins office

Validate the connectivity of the site network and QoS of the IPT system at the Timmins office
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Figure 3‑12    Timmins current network Topo
Site of Barrie

Deliver the IPT phone sets and PSTN GW from staging environment to the Barrie office

Commission the IPT phone sets and PSTN Gateway at the Barrie office

Validate the connectivity of the site network and QoS of the IPT system at the Barrie office
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Figure 3‑13    Barrie office current network Topo

Site of Sudbury
Deliver the IPT phone sets and PSTN GW from staging environment to the Sudbury office

Commission the IPT phone sets and PSTN Gateway at the Sudbury office

Validate the connectivity of the site network and QoS of the IPT system at the Sudbury office
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Figure 3‑14    Sudbury office current network Topo
Site of Thunder Bay
Deliver the IPT phone sets and PSTN GW from staging environment to the Thunder Bay office

Commission the IPT phone sets and PSTN Gateway at the Thunder Bay office

Validate the connectivity of the site network and QoS of the IPT system at the Thunder Bay office
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Figure 3‑15    Thunder Bay office current network Topo
Install and configure the IP phones

3.3.3 Dual-System Phase

To validate the functions and features of the OTN IPT system in a full-mesh network setup is main task to be done at the dual-system phase. In addition, training the end user to learn and know how to use the IP phone, how to access to the voicemail in a unified messaging environment are delivered as well. Most importantly, the Call Centre Agents and Supervisors will be full trained to take advantages of the IPCC Express solution. The performance reports about the whole IPT system will be given in the last step of this phase. This report can be taken as the baseline of the IPT system running for the business application.  
The validation and fine tune of the IPT functions and operations are referred to relevant parts in the documentation of the Test Plan of the OTN IPT. 
Close operation interface gaps in end users as to the IP phone set, Vmail, and IPCC agent/supervisor.

Gather performance information about the IPT system; produce the reports in help with the validation of the alignment between technical specifications and business requirements.

3.3.4 Legacy Phone System Decommission phase
As long as the OTN IPT system functions as intended and stably, the OTN IPT system are ready to replace the legacy phone system to achieve the goal of the OTN integration project. The replacement is conducted in the following task order. 
Legacy DIDs and IPT DIDs arrangement on the dual-system are listed below
Make a cutover procedure agreement with Bell

                    Cutover tasks

Monitor the system of the migration site two business days

Decommission the legacy phone system from each site 

Glossry
	Term
	Definition

	AA
	Auto Attendant

	AAR
	Automatic Alternative Routing

	ACD
	Automatic Call Distributor

	CAC
	Call Administration Control

	CC
	Participant CareConnect

	CCM
	Cisco Call Manager

	CRS
	Customer Response Services

	CSS
	Call Searching Space

	CTI
	Computer Telephony Interface

	DHCP
	Dynamic Host Configuration Protocol

	DNS
	Domain Name Service

	DSP
	Digital Signaling Processor

	DTMF
	Double Tone Multiple Frequency

	HA
	High Availability

	IPCC
	IP Call Center service

	IPT
	IP Telephony

	IVR
	Interactive Voice Response

	MCC
	Markham Co-location Center

	MOH
	Music On Hold

	MTP
	Media Termination Point

	NTP
	Network Time Protocol

	NN
	Participant North Network

	OTN
	Ontario Telemedicine Network

	PSTN
	Public Switched Telephone Network

	QoS
	Quality of Service

	SRST
	Survivable Remote Site Telephony 

	
	

	SSHA
	Smart Systems for Health

	TFTP
	Trivial File Transfer Protocol

	VC
	Participant VideoCare

	
	

	VoIP
	Voice over IP network

	VVLAN
	Voice Virtual LAN

	UM
	Unified Messaging

	WAN
	Wide area network

	Xcoding
	Transcoding
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